
Comparison of MAC Techniques for Energy
Harvesting Wireless Sensor Networks

Davide Del Testa, Giulio Marin, Giulio Peretti

Abstract

In this project we describe the state-of-the-art MAC protocols for Energy Harvesting Wireless Sensor
Networks (EH-WSN). Differently from standard WSN, the goal is to efficiently take into account the
possibility to recharge the built-in battery in order to improve the overall performance, rather than
exploiting just the initial energy available. The protocols we present try to achieve the optimal trade-
off between the potentially infinite network lifetime and the uncertain energy availability. Finally, we
provide a brief comparison among the solutions described.

I. OVERALL SYSTEM MODEL

Introduction to WSN

Wireless sensor networks consist of a series of linked nodes that are able to cooperatively
send and receive data to and from a common base, the sink. The objective is to sense physical
conditions (such as temperature, sound, pressure) of a determinated spatial area where many
nodes are randomly distributed, or transmit simple commands for a transducer (turn ON/OFF a
device).

A common device is equipped with a sensor probe to recover information from the surrounding,
a processing unit to elaborate them, a wireless transmission system to communicate message to
a gateway (the sink node) and a battery block. In addition to a generic sensor, we assume that
some energy harvesting mechanism is also available. The sink, which is a type of base station
that collects messages from the sensor nodes, could be connected to other networks or directly
to the Internet through a gateway.

Like Internet, this technology was born for military purpose and is now being more and more
useful in many industrial, medical and consumer applications.

Multi-hop model

Informations collected by nodes must be sent to the base station and to overcome the limited
transmission range, a multi-hop random topology can be considered. A quite common choice
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is to deal with a single-sink network, even if a more general scenario involves multiple sinks.
A larger number of them will decrease the probability of isolated clusters of nodes that cannot
deliver their data, but it would require much more complexity in protocol design. Data to be
transmitted are gathered in packets and are routed in a multi-hop lossy wireless fashion to the
base station: it may be possible that one or multiple transmissions are necessary to successfully
deliver a message. If there is a sink within transmission range of a node, the message will
immediately be transferred. Otherwise if there are other sensor nodes within transmission area,
the node transmits the message to them which forward it again by iterating the procedure. The
process successfully ends when eventually the message will reach a sink.

The WSN can be represented as a graph G = (V,E) where vertices v ∈ V represent the
nodes and an edge (u, v) ∈ E represents a wireless link between the two nodes u, v ∈ V .

Types of scavenging

There are many free energy sources in nature [1] [2]: how to harvest and storage these energies
efficiently in small devices is still object of research activity.

Solar The basic principle of optical collection is to absorb a large number of photons by
the use of photovoltaic materials. The main disadvantage of this energy source is the great
dependency on time and on solar environment exposure. Indeed during night and cloudy
days it not guaranteed sufficient energy incoming.
Thermal Thermoelectric scavenging exploiting the differences of temperature, is nowadays
a very well known technology. Devices of this type can be small, light and are able to work
in harsh environments.
Motion If nodes are subject to movements, oscillations and vibrations in the surrounding
could be scavenged according to Faraday’s law of electromagnetic induction. The main
advantage of this source is that, in some particular scenarios, it could provide constant
energy.
Electromagnetic When a node is exposed to an electromagnetic field, energy related can
be drawned with the use of an inductor. Manos Tentzeris, a professor in the Georgia Tech
School of Electrical and Computer Engineering, and his team state: "There is a large amount
of electromagnetic energy all around us, but nobody has been able to tap into it. We are
using an ultra-wideband antenna that lets us exploit a variety of signals in different frequency
ranges, giving us greatly increased power-gathering capability" [3]. It is believed that the
technique could provide a promising new way to power wireless sensors networks.

Related issues

Energy management is one of the main issues in EH-WSN because it critically threats the
sustainability. Since the nodes are distributed in extensively wide and complex environments, it
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becomes very difficult to replace the battery: energy efficient policies and harvesting techniques
must be jointly developed. Furthermore, the large dimensions of WSN impose a strict bound on
production costs, consequently limiting computational power, energy storage capability, memory
size, etc. Finally, entrusting the entire energy scavenging to a unique source is not reliable, as
it could provide a non uniform energy supply. Of course, each energy harvesting system must
be properly designed according to network requirements and nodes parameters.

II. HARVESTING SENSOR NODE ARCHITECTURE

A. Overall architecture of a sensor node

The overall architecture of a sensor node is depicted in Fig.1

Power Supply The power supply unit of the sensor node provides power to all its
components. In the majority of cases it consists of a rechargeable DC battery.
Micro controller It is responsible for all processing and decision making.
Sensors These sense the surrounding environment and inform the controller about what is
being observed. For example, they can sense light, temperature, humidity, pressure.
Transceiver It deals with transmission and reception of the data to and from the base
station. Usually RF based communication is preferred, as Infrared or Laser technologies
need a direct sight for the correct communication.
Memory Sensor nodes are equipped with a programmable Flash memory and RAM in most
cases. Usually storage capacity is limited, so the protocols that are designed for sensor
networks should be simple enough to be loaded into the available memory.

MEMORY

MICRO-CONTROLLER

SENSORS

ENERGY
HARVESTING

Fig. 1: Sensor node architecture
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B. Energy model

A possible energy model for a WSN [4] can be seen in Fig.2. Assuming slot-divided time, Xk

represents the amount of bits received by the node in slot k, that are stored in a buffer. At time
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k, qk bits are present in that buffer of which only g(Tk) can be transmitted in the (k+ 1)th time
slot: Tk represents the quantity of energy available for the transmission in slot k. We assume
that Yk is the energy scavenged from the sensor at time k and Ek is the amount of energy stored
in the sensor (of course Tk < Ek).

Assuming that transmission consumes most of the energy and ignoring the other possible
sources of energy consumption, if {Xk} and {Yk} are i.i.d, processes {Ek} and {qk} satisfy

Ek+1 = Ek − Tk + Yk (1)

qk+1 = (qk − g(Tk))+ +Xk (2)

The function g is assumed monotonically non-decreasing and a relation between the number
of bit transmitted and the energy exploited is given by Shannon’s capacity formula for Gaussian
channels

g(Tk) =
1

2
log(1 + βTk) (3)

where β is a constant such that βTk is the SNR. Possible generalizations of this simple energy
model for a wireless sensor can take into account energy inefficiency in storing energy in the
buffer or energy leakage from the energy buffer. In addition to this, fading properties of the
channel and energy consumption in sensing and processing can be considered.

C. Set of operational states

The node activity cycle can be divided into three different states:

OFF The node is sleeping and so the transceiver and the microprocessor consume as less
energy as possible.
IDLE The device has no data to be transmitted but senses the channel in order to detect
incoming transmissions from other nodes.
TX The node has to transmit its own previously generated data.

In general, transmission state is the most energy consuming among the three operating states
described.

III. MAC PROTOCOLS IN HARVESTING WSN

The activity of sensing, processing and broadcasting under energy constraint policies implies
the necessity of a well designed medium access control schemes.

Most protocols proposed in literature for non harvesting WSN aims at preserving network
lifetime by avoiding energy wasting operations like packet collisions, protocol overhead and
overhearing. EH-WSNs are required to achieve the trade-off between the potentially infinite
network lifetime and the uncertain energy availability.
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In EH-WSN an important goal is to reach and maintain an energy neutral operation (ENO)
state, where the energy consumed by a node is always less than or equal to the energy harvested
from the environment. If achieved and correctly managed, ENO state leads to infinite network
lifetime, meaning that lifetime is not constrained by power supply unless hardware failures.

Recently, several solutions to manage power at the MAC layer in EH-WSNs have been
proposed; the approaches can be distinguished into two main categories.

A. Synchronous

Sensor nodes are organized in virtual clusters and share a common sleep/wake duty cycle,
reducing overheads once scheduling calculation has been accomplished. This approach is not
feasible for EH-WSN because ready-to-use energy is required, in contrast to the random behavior
of harvesting processes: if a node runs out of energy, it could not wake up when required by
the synchronism schedule. Examples of this synchronous-based MAC are S-MAC and T-MAC.

B. Asynchronous

In this type of MAC protocols every node manages its duty cycle independently from the
neighbours. Asynchronous protocols can be further distinguished in two sub-categories.

1) Preamble based: before the transmission of every packet over the channel, the node
communicate a preamble that lasts as long as the sleeping period of the receiver. Once received,
the preamble aware of the imminent transmission. In this approach there are two source of
overheads: the preamble transmission and the periodical listening of the channel for incoming
packets. An example of preamble-based MAC is X-MAC.

2) Beacon based: this approach is similar to the preamble one but here transmissions are
receiver initiated. Availability to receive is announced with a periodically beacon broadcast.
Source of overhead are related to those of the preamble-based: beacon transmission and listening
of channel for their broadcasts. Examples of this approach are ODMAC, P-MAC, EH-MAC,
EA-MAC.

We now describe the most common EH-WSN MAC protocols, whose performance analysis
is presented in Sec. IV

ODMAC

This On Demand MAC protocol has been introduced to operate as close to the ENO-Max state
as possible, i.e. the state where a sensor operates at the maximum performance while maintaining
an energy neutral condition. The key peculiarities are:

• communication is on demand, i.e. the receiver asks for the transmission
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• the protocol provides a tool to adjust the energy consumption in accordance to the application
requirements

• end-to-end delay significantly decreases, thanks to an opportunistic forwarding scheme

We now briefly describe the main features of the protocol, more details can be found in [5].
Fig.3 depicts a typical communication between a transmitter and a receiver.

Beacon Tx Data Packet Rx Beacon Tx

Sleeping TIFS

T<TTX

Timer Cancelled

Beacon Rx Data Packet Tx

Sleeping Listening

RECEIVER

TRANSMITTER

Packet Generation

SleepingBack-off

Fig. 3: ODMAC typical communication

ODMAC uses the carrier sensing scheme in order to support individual duty cycles. Each
receiver periodically broadcasts a beacon indicating the availability to accept incoming data
packet transmissions. All nodes having queued packets that need to be forwarded to the sink
are listening to the channel waiting for an appropriate beacon. Upon receiving the beacon,
after the expiration of a random back off timer the data packet transmission follows. This
approach completely eliminates the idle listening from the receiver node: it just spends energy to
periodically broadcast a tiny beacon frame. After each successful transmission, the receiving node
immediately retransmits a new beacon. If two transmitters are waiting for the same beacon or
two neighboring nodes transmit their beacon at the same time, a collision may occur. However
the protocol is able to handle these problems. The trade off between end-to-end delay and
energy consumption can be tuned by the network administrator according to the application
requirements, by choosing between static and dynamic duty cycle mode. Instead of waiting for
a specific beacon, the ODMAC transmitter opportunistically forwards each frame to the owner
of the first beacon received as long as this node is included in a list of potential forwarders, as
specified by the routing protocol. In this list, all the node that are closer to the sink (in terms
of number of hops) are included.

X-MAC

By employing a shortened preamble approach, X-MAC represents a solution to the problems
of B-MAC or T-MAC in terms of energy consumption. The first contribution is to embed address
information of the target in the preamble so that non-target receivers can quickly go back to
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sleep and continue their duty cycling, otherwise it sends an early acknowledgment packet back
to the sender that stops sending preambles and starts to send the data packet: this addresses
the overhearing problem. The second contribution is to transmit a strobed preamble (series of
short packets) to allow the target receiver to interrupt the process as soon as it wakes up and
determines that it is the target receiver. This short strobed approach reduces time and energy
wasted waiting for the entire preamble to complete.

This protocol provides a variable duty cycle, which is an essential requirement in EH-WSNs:
in cases of limited environmental energy it can be tuned to consume as less energy as possible.
For a more detailed description, we refer the readers to [6].

EA-MAC

Energy Adaptive MAC is a protocol designed for single-hop WSNs scavenging radiofrequency
energy, introduced in [7]. Energy is transferred from a RF-emitting sink node (called also master
node) to EH nodes located in the surrounding, connected in a star topology. Master node is always
awake to receive data packets and distribute RF energy. On the other hand, sensor nodes have
two main states, sleep and active, depending on the level of their remaining energy. In sleep state
the node turns off processor and radio to save energy, while maintaining harvesting capability. In
active state the node contends for the channel and transmits its data, if possible. The transition
from the sleep state to the active one is determined by the attainment of a sufficient amount of
energy δ, necessary to contend and transmit. After the transmission of a packet or if the node
fails to contend the channel, it goes to sleep state. It is assumed that a node can transmit only
one fixed-length packet per duty cycle and a node i receives a constant rate of energy, given by

Pin,i = ePtxGtxGrx

(
λ

4πRi

)2

(4)

where e is the energy harvesting efficiency. Harvested energy decreases proportionally with the
second power of the distance Ri from the master node, leading to highly variable and unfair
energy rates among nodes: a sensor node that is far away from the sink will have a lower energy
harvesting rate and consequently an increased sleep time.

EA-MAC protocol adaptively manages the contention period to compensate the unfairness.
This is performed by the Energy Adaptive Contention algorithm (EAC), based on the unslotted
CSMA/CA algorithm of IEEE 802.15.4, where the backoff time is controlled by the energy
harvesting rate of the node. The resulting algorithm is described in Fig.4: NBi is the number of
clear channel assessment (CCA), BEi is the backoff exponent and ωi is the weight factor used
to compensate the unfairness and calculated as the ratio between the node harvested energy and
the average harvested energy of all nodes in the network.

After entering the active state the node will compute ωi, initialize NBi = 0 and BEi = BEmin,
waits for a random number in bωi2

BEi−1c of backoff slots and performs a CCA. If the channel
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CSMA-CA NBi = 0, BEi = minBE

Determine ωi

Delay for random (0, dωi2
BEi − 1e)

unit backoff periods

Perform CCA

Channel idle? Success

NBi = NBi + 1; BEi = BEi + 1

NBi >maxCSMABackoffs? Failure

Fig. 4: CSMA-CA algorithm in EA-MAC

is busy, NBi and BEi are incremented by one and a new time delay is calculated, until NBi

exceeds NBi,max. When this happens the algorithm ends with a transmission failure and the node
goes to sleep state. Otherwise if the channel is assessed to be free, the packet is transmitted. An
useful model that examine the performance of this protocol is given in [8].

EH-MAC

Energy Harvesting MAC, proposed in [8], is based on asynchronous, receiver-initiated
probabilistic polling and is implemented in a multi-hop network. The receiver may not know
which nodes are awake at the instant of polling due to the unpredictability in energy harvesting
process, so instead of having a sensor’s ID in the polling packet, the requesting node sends a
contention probability pc. Upon receiving the polling packet, a node would generate a random
number x in [0, 1]. The sensor will transmit its data packet if x < pc, otherwise it will either
remain in the receiving state or switch to the charging state if its energy is below that required to
transmit one data packet. Ideally, only one out of all the polled sensors in receiving state should
transmit a data packet. It can be shown that the optimal contention probability is 1/nactive where
nactive is the number of active neighbours of the receiver node. In order to estimate this value,
authors of [8] offer two different dynamic contention probability adjustment schemes: the first
is Additive Increase Multiplicative Decrease (AIMD) algorithm and the second is Estimated
Numbers of Active Neighbors (ENAN) alghorithm.

P-MAC (Pulsed-MAC)

PMAC [9] is an evolution of TMAC and SMAC, which are here briefly described.
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S-MAC (Sensor-MAC): In SMAC [10] every node has two possible fixed-length states:
sleep and listen. Neighbouring nodes try to synchronize their listen periods and exchange
packets exploiting RTS/CTS mechanisms. Energy consumption is also reduced by sleeping after
overhearing an RTS or CTS destined for another node. Finally, SMAC makes use of a method
called Message Passing, which permits to divide long packets in smaller fragments and send a
series of them exchanging just a CTS/RTS pair.

T-MAC (Timeout-MAC): TMAC [11] tries to reduce the time spent in idle listening if no
traffic is detected on the wireless channel by the use of a timeout. This timeout is re-initialized
only if no particular activation events occur, otherwise a node is able to enter a low power
sleep mode, in order to save energy.

The aim of PMAC is to decrease nodes energy consumption by exploiting pulses from the
base station to wake up individual nodes. As a result, by PMAC it is not necessary for the nodes
to wake up and listen to the base station: nodes can set their radios into a sleep mode and in so
doing conserve power. Sensors are provided with a pulse detection circuit and a charge pumping
circuitry to scavenge energy from the pulses: in this way the pulse detection does not consume
power. Also, a star topology is assumed.

Even if TMAC protocol succeeds in reducing the idle time in which a nodes listens to the
channel when no traffic is detected, it is possible for it to remain active although no data is
requested from it.

To achieve high power savings, it is necessary for the base station to address a particular node
at any time: this is made by means of a Pulsed Interval Encoding (PIE) by which 0s and 1s of
an address are encoded with a pulse of a given time T followed by a silence for an additional
time 2T and a pulse of length T and a silence of the same length, respectively. A typical pulse
consists of 4 bytes of information: the first byte is reserved for the synchronization of tx and
rx, the last provides a CRC code and the others are devoted to sensor address.

When a pulse is received by a sensor, it is interpreted by the onboard microcontroller to
determine if the main radio has to be turned on or not. In this way radio can be set active only
when it is needed to receive a request for data and retransmit the appropriate packets.

Nodes can not give origin to a transmission, so the base station has to take on the
responsibilities of managing the requests for transmissions to the nodes according to the necessary
frequencies. As nodes only have to reply to the pulses, if the base station, after the transmission
of a request for data, does not receive an answer, it has to transmit another pulse followed by a
data request up to 5 times, and then it moves on to the next node. Finally, once the base station
has communicated with every node in the network, it will go to sleep until a new frame starts
(Fig.5).

As regards a particular node, when a pulse addressed to it is detected, radio is set to receive
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Transmit Pulse Send Data Request Reransmit Pulse Node Responded. Rx Data

TRadio Switch TTimeout TRadio Switch TTimeout

Send Data Request

Gather Data From First Node
...

SleepGather Data From Second Node Gather Data From Last Node

Frame End

Base Station

Fig. 5: Base Station Single Frame Timeline

mode. Once the request for a specific packet has been received the node transmits it and then
sets its radio back to sleep mode, in order to save as much energy as possible. Finally, in the
special case where a node receives a pulse, switches on its radio, but does not receive the request
for data (for example due to interference), it will automatically set the radio back to sleep mode
when a data request addressed to another node is overheard. This prevents any node from staying
in idle listening for too long (Fig.6).

Overheard Packet?

Gather Data While Waiting
for Interrupt from Pulse Pulse Recognized ? Set Radio to Receive and

Wait for Data Request Received Request Packet?

Send Data Packet

Set Radio to Sleep

No

Yes

No

Yes

Yes

No

Fig. 6: PMAC sensor node MAC processing flowchart

IV. MAC PROTOCOLS COMPARISONS

Since synchronous-based protocols are not suitable for energy aware devices, we decided not
to take into account their analysis. In literature many solutions have been presented, e.g. [12]
introduced different TDMA enhancements, [13] addressed the analysis by focusing on TDMA,
Framed-ALOHA (FA) and Dynamic-FA (DFA) by introducing a novel metric, referred to as
delivery probability.

As regards asynchronous-based approach, we now discuss the following comparisons.
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A. ODMAC and X-MAC

In this section ODMAC and X-MAC are compared according to different performance metrics
[5]. The two MAC approaches are now compared in terms of energy consumption overhead and
channel utilization overhead for different values of duty cycle period.

Power consumption overhead Only the power consumption overhead on the coordination
process is addressed, as the rest of consumption sources are equal for both protocols. In
ODMAC, the total power consumption overhead is given by the sum of the power consumed
while waiting for an appropriate beacon, and the power consumed for beaconing. In addition,
in X-MAC the power needed to transmit pre-ack packets and to periodically listen the
channel for short preambles are considered.
Channel utilization overhead This is the percentage of time a node transmits overhead
data, namely beacons or short preambles. The higher this metric is, the more probable is
for a node to find the channel occupied while attempting to transmit.

For a fair comparison, both protocols are supposed to use the same opportunistic forwarding
scheme: instead of waiting for a specific receiver, nodes forward frames to the node that wakes
up first. Fig.7 well depicts the main differences between ODMAC and X-MAC, indeed from the
analysis it turns out that the trends of all the performance metrics behaves similarly.

- Short delay required
- High energy availability
- Preamble based better

- Delay not a priority
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Fig. 7: Comparison between ODMAC and X-MAC performance

Generally, the beaconing scheme (BCN) performs better at large duty cycle periods, namely
in cases of limited environmental energy, while the preamble scheme (PRE) performs better at
low periods, that is for delay-sensitive applications in environments that allow to consume more
energy. For what concern the utilization overhead, preamble scheme performs better because of
the frequent beacon transmissions.

Increasing the sensing period, as it is intuitive, improves the channel utilization overhead of
the preamble scheme, and the power consumption of both. Similar improvements are obtained
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decreasing the beacon/preamble size or increasing the transmission rate, although at higher duty
cycle periods the influence is less significant. Lastly it is worth to state that for high duty cycle
periods, as the network density grows, perfomance gets better.

B. EA-MAC

In [6] EA-MAC with and without EAC are compared over different metrics. The scenario
consists in one master node that feeds, with different powers, nine sensor nodes located from
two to ten meters away from the former, with interval of one meter. For both versions of the
protocol and for each sensor node, throughput, contention time and fairness are observed.

Details of throughput analysis are provided in [8], where it is assumed that:

• Each sensor node has a deterministic power harvesting rate determined by its distance to
the master node

• No hidden terminal problem is considered
• The data packet size is constant, and thus also the transmission time of a data packet
• Each node can transmit only one packet per round

Under these hypothesis, the throughput of a generic sensor node i, over h rounds, is

Si =
η
∑h

t=1 Tp,i(t)∑h
t=1 Tc,i(t) +

∑h
t=1 Ttx,i(t) +

∑h
t=1 Ts,i(t)

(5)

where η is the data rate, Tp,i is the time necessary to successfully transmit data at round t, Ttx,i(t)
is the duration of the transmit state, Tc,i is the duration of the contention period and Ts,i is the
duration of the sleeping period. Introducing the two parameters αi and βi, taking into account
the ratio between sensor node power consumption and harvesting rate, (5) becomes

Si =
ηT̄p,i

(1 + αi)T̄c,i + (1 + βi)T̄tx,i(t)
(6)

where T̄p,i, T̄c,i and T̄tx,i are the time averages of Tp,i(t), Tc,i(t) and Ttx,i(t). The average time T̄c,i
spent in contention state is obtained by modeling EA-MAC backoff behaviour by a Markov chain.
States are defined as pairs of two integers {si(u), ci(u)}, where ci(u) and si(u) are stochastic
processes representing the backoff time counter and the backoff stage for node i at time slot
u. From this chain, stationary probabilities of each state as well as T̄p,i, T̄c,i and T̄tx,i can be
calculated.

Jain’s fairness index I , is a widely used parameter that analyzes the degree of fairness in
many resource allocation schemes in communication networks:

I =
(
∑n

i=1 Si)
2

n
∑n

i=1 S
2
i

(7)
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In Fig.8, results reveal the efficiency of the Energy Adaptive Contention algorithm: when
applied, the throughput of the nodes having relatively lower energy harvesting rate (i.e. the
furthest to the sink) is increased, while that of the nodes having relatively higher energy
harvesting rate (i.e. the nearest ones) is decreased. As a consequence, by using EAC the degree
of fairness among nodes can be improved.

TABLE I
PARAMETERS FOR RF ENERGY TRANSFER SYSTEM

Parameter Value Unit
Frequency (C/λ) 915 MHz
Energy harvesting efficiency (e) 0.58 –
Transmitter antenna linear gain (Gt) 10 dBi
Receiver antenna linear gain (Gr) 6 dBi

TABLE II
PARAMETERS FOR EA-MAC

Parameter Value Unit
Frequency 2.401 GHz
Data rate 250 Kbps
A frame size 128 bits
Power consumption of contention state 31 mA
Power consumption of transmit state 29 mA
Power consumption of sleep state 0.5 µA
Operating voltage 3.0 V
minBE 3 –
maxCSMABackoffs 4 –
A backoff slot 0.32 msec
Active threshold (δ) 30 mJ
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Fig. 5. The throughput of EA-MAC.

In our simulation, we deploy one master node and 9 slave
nodes, each of which is located at the place from 2 meters
to 10 meters away from the master node with the interval of
one meter. We compare the throughput of slave nodes with
varying transmitted power for RF energy transfer from the
master node. We also compare the performance of the EA-
MAC with energy adaptive contention algorithm and that of
the EA-MAC without it. We call the former as EA-MAC/EAC
and the latter as EA-MAC.

Fig. 5 shows the throughput of EA-MAC. From the results,
we observe that a slave node that is close to the master node
achieves much higher throughput than a slave node that is far
away from the master node, since each slave node adaptively
controls the duty cycle according to the amount of energy
harvested by it.

Fig. 6 shows the throughput of EA-MAC/EAC. In EA-
MAC/EAC, slave nodes use the weight factor to compensate
the unfairness due to the significant difference between energy
harvesting rates of the slave nodes. The weight factor, ωi, of
slave node i is calculated by the ratio of its harvested energy to
the average harvested energy of all slave nodes in the network.
The average harvested energy can be informed to each slave
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Fig. 7. Comparison of Fairness indices in EA-MAC and EA-MAC/EAC.

nodes by the master node. From Fig. 5 and Fig. 6, we can
observe that when the energy adaptive contention algorithm
is applied, the throughput of the slave nodes having relatively
lower energy harvesting rate is increased, while the throughput
of the slave nodes having relatively higher energy harvesting
rate is decreased, which implies that we can improve the
degree of fairness among slave nodes by using the energy
adaptive contention algorithm. Especially, the throughput of
the slave node at 10 meters is increased about 240 %, while
the throughput of the slave node at 2 meters is decreased about
70 %.

To show the degree of fairness among slave nodes more
clearly, in Fig. 7 we provide Jain’s fairness index [21], which
is widely used to measure the degree of fairness in many
resource allocation schemes in communication networks and
is given by

I =
(
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, (2)

where n is the number of slave nodes, Si is the throughput of
slave node i. The fairness index I has a value between zero
and one and in general, as the degree of fairness increases,
the value of I also increases. As the figure shows, EA-
MAC/EAC achieves a higher degree of fairness than EA-MAC,
as expected.

The improvement of the degree of fairness in EA-
MAC/EAC comes from the adaptive control of the contention
time from the energy adaptive contention algorithm. To show
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In our simulation, we deploy one master node and 9 slave
nodes, each of which is located at the place from 2 meters
to 10 meters away from the master node with the interval of
one meter. We compare the throughput of slave nodes with
varying transmitted power for RF energy transfer from the
master node. We also compare the performance of the EA-
MAC with energy adaptive contention algorithm and that of
the EA-MAC without it. We call the former as EA-MAC/EAC
and the latter as EA-MAC.

Fig. 5 shows the throughput of EA-MAC. From the results,
we observe that a slave node that is close to the master node
achieves much higher throughput than a slave node that is far
away from the master node, since each slave node adaptively
controls the duty cycle according to the amount of energy
harvested by it.

Fig. 6 shows the throughput of EA-MAC/EAC. In EA-
MAC/EAC, slave nodes use the weight factor to compensate
the unfairness due to the significant difference between energy
harvesting rates of the slave nodes. The weight factor, ωi, of
slave node i is calculated by the ratio of its harvested energy to
the average harvested energy of all slave nodes in the network.
The average harvested energy can be informed to each slave
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nodes by the master node. From Fig. 5 and Fig. 6, we can
observe that when the energy adaptive contention algorithm
is applied, the throughput of the slave nodes having relatively
lower energy harvesting rate is increased, while the throughput
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rate is decreased, which implies that we can improve the
degree of fairness among slave nodes by using the energy
adaptive contention algorithm. Especially, the throughput of
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resource allocation schemes in communication networks and
is given by
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where n is the number of slave nodes, Si is the throughput of
slave node i. The fairness index I has a value between zero
and one and in general, as the degree of fairness increases,
the value of I also increases. As the figure shows, EA-
MAC/EAC achieves a higher degree of fairness than EA-MAC,
as expected.

The improvement of the degree of fairness in EA-
MAC/EAC comes from the adaptive control of the contention
time from the energy adaptive contention algorithm. To show
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In our simulation, we deploy one master node and 9 slave
nodes, each of which is located at the place from 2 meters
to 10 meters away from the master node with the interval of
one meter. We compare the throughput of slave nodes with
varying transmitted power for RF energy transfer from the
master node. We also compare the performance of the EA-
MAC with energy adaptive contention algorithm and that of
the EA-MAC without it. We call the former as EA-MAC/EAC
and the latter as EA-MAC.

Fig. 5 shows the throughput of EA-MAC. From the results,
we observe that a slave node that is close to the master node
achieves much higher throughput than a slave node that is far
away from the master node, since each slave node adaptively
controls the duty cycle according to the amount of energy
harvested by it.

Fig. 6 shows the throughput of EA-MAC/EAC. In EA-
MAC/EAC, slave nodes use the weight factor to compensate
the unfairness due to the significant difference between energy
harvesting rates of the slave nodes. The weight factor, ωi, of
slave node i is calculated by the ratio of its harvested energy to
the average harvested energy of all slave nodes in the network.
The average harvested energy can be informed to each slave
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nodes by the master node. From Fig. 5 and Fig. 6, we can
observe that when the energy adaptive contention algorithm
is applied, the throughput of the slave nodes having relatively
lower energy harvesting rate is increased, while the throughput
of the slave nodes having relatively higher energy harvesting
rate is decreased, which implies that we can improve the
degree of fairness among slave nodes by using the energy
adaptive contention algorithm. Especially, the throughput of
the slave node at 10 meters is increased about 240 %, while
the throughput of the slave node at 2 meters is decreased about
70 %.

To show the degree of fairness among slave nodes more
clearly, in Fig. 7 we provide Jain’s fairness index [21], which
is widely used to measure the degree of fairness in many
resource allocation schemes in communication networks and
is given by

I =
(
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i=1 Si)
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, (2)

where n is the number of slave nodes, Si is the throughput of
slave node i. The fairness index I has a value between zero
and one and in general, as the degree of fairness increases,
the value of I also increases. As the figure shows, EA-
MAC/EAC achieves a higher degree of fairness than EA-MAC,
as expected.

The improvement of the degree of fairness in EA-
MAC/EAC comes from the adaptive control of the contention
time from the energy adaptive contention algorithm. To show
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(c) Comparison of Fairness indices

Fig. 8: EA-MAC vs EA-MAC/EAC simulation results

C. EH-MAC

In this section EH-MAC (AIMD and ENAN versions) is compared with WSF-MAC, X-
MAC, RI-MAC and EH-POLL, a version of EH-MAC without any contention resolution scheme
(pc = 1).

The WSF-MAC, mentioned in [5], is a random access protocol defined using a (u, v, w)

block design: each node is awake over a block of u slots, is active over v, such that any pair
of nodes has at least w overlapping active slots in common. The RI-MAC falls into the beacon
based MAC family, and it is presented in [14].

Performance metrics observed are network capacity, fairness and throughput. The first is
simulated within a network in which each sensor node has always packets to transmit, the
others are evaluated in an event-driven network: data is sent to a sink whenever a node detects
an event or anomaly.

Network capacity, measured in bit-meter/second, is defined as C = (
∑n

i=1

∑Ki

j=1 di,j)/t, where
Ki is the number of packets successfully sent by node i, di,j refers to the sender-receiver
geographical distance for the jth packet sent by node i and finally t is the simulation time.
Fairness is calculated with the Jain’s fairness index, already given in EA-MAC section. The
throughput is calculated as S =

∑ns

i=1Hi/t, where Hi is the number of data packets received
from sensor node i, ns is the number of source nodes and t is the simulation time.
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These different metrics are evaluated by varying the node density or the energy harvesting
rate.

A. Network Capacity

We consider two different scenarios: In the first scenario,
we vary the number of nodes, n from 50 to 500 using an
energy harvesting rate, λ of 10 mW. In the second scenario,
we vary λ from 2mW to 20mW with 200 nodes. Fig. 3
illustrates the network capacity and fairness results for varying
node densities and energy harvesting rates. EH-MAC gives the
highest network capacity because it aims to balance energy
consumption with the amount of harvested energy. When the
energy harvesting rates increase, more data can be transmitted.
For the WSF protocol, the maximum duty cycle is 42.8% for
the (7,3,1) block design and 12.3% for the (73,9,1) block de-
sign. Even if more energy is harvested, the extra energy cannot
be utilized in WSF. Since X-MAC is designed for energy-
constrained battery-operated WSNs, it typically operates at
low duty cycles to achieve long lifetime and cannot make use
of additional energy when energy harvesting rates increase.
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(a) Network capacity for different node
densities
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(c) Network capacity for different en-
ergy harvesting rates
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(d) Fairness for different energy harvest-
ing rates

Fig. 3. Network capacity for different MAC protocols

Another reason why EH-MAC outperforms WSF and X-
MAC is that it incorporates a contention resolution scheme
using probabilistic polling to reduce packet collisions. When
node density or energy harvesting rate increases (decreases),
the contention probability will decrease (increase) since there
are more (fewer) active neighbors. For WSF or X-MAC, there
is no mechanism to reduce packet collisions. At high node
densities or energy harvesting rates, EH-MAC outperforms
EH-POLL, demonstrating the effectiveness of probabilistic
polling in reducing packet collisions.

Although EH-MAC and RI-MAC are both receiver-initiated
protocols, EH-MAC outperforms RI-MAC by up to 31%
as EH-MAC can handle and recover from collisions faster
than RI-MAC. In EH-MAC, nodes can send data packets as
soon as they receive a polling packet without any delay but

a backoff window is required in RI-MAC. EH-MAC also
handles hidden terminal problems better than RI-MAC. In
RI-MAC, the backoff window will only prevent collisions
if neighboring nodes of the receiver can hear one another;
this requirement is not needed in EH-MAC. Furthermore, the
duration of every collision in EH-MAC is fixed at the duration
of one packet transmission while the duration of a collision in
RI-MAC may be much longer due to hidden terminals. EH-
MAC can adapt to changing energy harvesting rates better than
RI-MAC as the contention probability is adjusted after every
polling packet while in RI-MAC, the backoff window size can
only be changed after each backoff period of up to 255 slots.

EH-MAC(AIMD) outperforms EH-MAC(ENAN) at high
node densities or energy harvesting rates because EH-
MAC(AIMD) is more aggressive at reducing the contention
probability and more conservative when increasing the con-
tention probability. Since collisions take up more time and
energy, EH-MAC(AIMD) outperforms EH-MAC(ENAN) as
there are fewer collisions in EH-MAC(AIMD). The fairness
metric refers to the network capacity given to each node. For
all the data points, EH-MAC maintains high fairness (> 0.8)
since every neighboring active node has equal probability of
sending a data packet in response to a polling packet.

B. Event-driven WSN

The results are shown in Fig. 4 for different node densities
and energy harvesting rates using 10 source nodes. WSF(7,3,1)
gives higher throughput than EH-MAC at low node densities
or energy harvesting rates but EH-MAC outperforms other
MAC protocols at higher node densities or energy harvest-
ing rates. This is unlike the case in the network capacity
evaluation where EH-MAC outperforms all other protocols
due to differences in the traffic model. At low node densities
or energy harvesting rates, the WSF protocols work well
because they achieve energy savings from the synchronization
of time slots, thereby incurring less idle time. Furthermore, the
probability of a collision (i.e., concurrent transmissions in the
same time slot) is low. However, for higher node densities or
energy harvesting rates, the probabilistic polling mechanism
in EH-MAC reduces packet collisions and results in higher
throughput. For X-MAC, the throughput is low as it is unable
to adapt to different energy harvesting rates because it has
fixed duty cycles. Similarly, EH-MAC outperforms RI-MAC
for the same reasons as in the network capacity evaluation.
EH-MAC is able to give high fairness because probabilistic
polling ensures that all nodes have equal opportunities to
transmit or receive, therefore the sink can receive data from
all the source nodes.

The difference in throughput between EH-MAC and EH-
POLL is marginal because there are only 10 source nodes
(i.e., low traffic conditions). However, when we increase the
traffic by designating 10% of the total number of nodes as
sources, we observe, from Fig. 5, then EH-MAC gives higher
throughput than RI-MAC and EH-POLL (up to 27% and 37%
respectively), demonstrating that probabilistic polling is an
effective contention resolution scheme.
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Fig. 9: Network capacity and fairness in non
event-drived WSN
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(a) Throughput for different node den-
sities
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(b) Fairness for different node densities
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(c) Throughput for different energy har-
vesting rates
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(d) Fairness for different energy harvest-
ing rates

Fig. 4. Performance evaluation for different MAC protocols with 10 source
nodes for event-driven WSNs using different node densities and energy
harvesting rates
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Fig. 5. Throughput with varying number of source nodes (ns = n/10)

Next, we illustrate the performance results for a wider
range of energy harvesting rates. Fig. 6 shows the throughput
values for energy harvesting rates between 10 mW to 100
mW using 200 sensor nodes with varying number of source
nodes. At 100 mW, the sensor nodes can always be active
with very high probabilities since it exceeds the operating
power requirements. The results show that EH-MAC is able to
give high throughput even for higher energy harvesting rates
by adjusting the contention probability dynamically. For WSF
and X-MAC, the duty cycle is fixed, therefore any additional
harvested energy has minimal impact on throughput. EH-MAC
outperforms RI-MAC due to a better contention resolution
scheme using probabilistic polling.

V. CONCLUSION

Using Energy Harvesting Wireless Sensor Networks (EH-
WSNs) is very attractive as it can eliminate the problem
of replacing batteries. However, many networking protocols
for WSNs often trade throughput and latency for a decrease
in energy consumption to extend network lifetime. Since
nodes in EH-WSNs can replenish their energy, new network
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(a) Event-driven WSN with 10 source
nodes
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(b) Event-driven WSN with 20 source
nodes

Fig. 6. Throughput of different MAC protocols for varying energy harvesting
rates from 10 mW to 100 mW using 200 sensor nodes

protocols that can match energy consumption with the energy
harvesting rate are needed. This paper describes EH-MAC,
a novel MAC protocol designed for multi-hop EH-WSNs.
EH-MAC comprises a probabilistic polling mechanism to
reduce packet collisions. The contention probability and the
sending frequency of polling packets are dynamically adjusted
according to changing energy harvesting rates, node densities
and traffic load to reduce overheads and interference. EH-
MAC also reduces the hidden terminal problem in multi-hop
scenarios. Extensive simulation results show that EH-MAC can
achieve high throughput and fairness compared to other MAC
protocols for EH-WSNs.
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Fig. 10: Throughput and fairness in event-drived
WSN

In Fig.9 it can be seen that EH-MAC gives the highest network capacity: this because it
balances energy consumption accordingly to the amount of harvested energy and it uses a
probabilistic polling scheme to reduce packet collisions (not supported in WSF-MAC and X-
MAC). EH-MAC outperforms RI-MAC because it is more efficient in collisions recovery: while
a backoff window is required in RI-MAC, in EH-MAC nodes can transmit packets just after
receiving a polling packet.

In second scenario (Fig.10) WSF-MAC outperforms EH-MAC at lower node densities or
energy harvesting rates: this because WSF-MAC achieves energy savings from time slots
synchronization, leading to a lower collision probability. X-MAC throughput is low because
of its inability to adapt to different energy harvesting rates.

Fairness of EH-MAC is almost always the highest, as probabilistic polling ensures to all sensor
nodes equal opportunities to access the channel.

D. P-MAC

As depicted in Fig.11, where SMAC, TMAC an PMAC are compared, simulations show that
with longer frame times the nodes have greater lifetimes, accordingly to the fact that transmissions
are less frequent. As most of the complex operations are transferred to the base station, overheads
and clock synchronization are no longer significant sources of energy consumption for the nodes;
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moreover the pulse wakeup mechanism eliminates the bottleneck present in SMAC and TMAC
due to synchronization overheads and idle listening.

Fig. 5. Sensor Node Data Transmission Cycle

power) and the delay and power consumed when switching
between these different states. The implementations of TMAC
and SMAC were provided by the Castalia framework and can
be found in [12]. The PMAC protocol was also implemented
in the Castalia simulation framework which provides a realistic
model based on actual experimental measurements. Since the
efficiency in harvesting energy for pulse detection has no effect
on node life time (nodes are asleep) and a negligible effect
on throughput (it decreases only by 3 packets per hour for
every extra msec it takes to detect a pulse), the average time
to detect a pulse was based on the results in [9]. The BANs
are simulated as running for 24 hours with a configuration,
unless noted otherwise, consisting of five sensor nodes: one
on each wrist, one on each ankle, one on the chest and an
additional base station on the waist. During this period, power
consumption for each node is recorded and averaged. Node
life time is extracted by measuring the power drawn from the
energy contained in a 163 mAh Energizer CR2025 button cell
[13]. Given all three simulated MAC protocols cycle through
frames, different simulations are run to observe the effects of
frame time on the average sensor node life time. Figure 6
below shows these effects on PMAC, TMAC and SMAC.
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Figure 6 shows that with longer frame times, the sensor
nodes are capable of running for a longer period of time. This
is natural due to the fact that they are not transmitting as often.
The performance gains demonstrated by PMAC clearly show
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the benefits of the proposed design. Indeed, by concentrating
most of the communication complexities onto the base station,
nodes waste very little energy in overheads and virtually none
in clock synchronization. Using a pulse mechanism to wakeup
nodes essentially removed the performance cap that was placed
on SMAC and TMAC caused by synchronization overheads
and idle listening. Figure 6 does not show frame times smaller
than 500 ms as they would be too short to allow for the base
station to gather data from all 5 nodes given a pulse detection
time of 50 ms. In fact, in this saturated case, some nodes
would be left in sleep mode while others would be woken up
more often. Given the case where there are more nodes awake
than there are asleep, the average sensor node life time would
suffer until the frame time is adjusted properly.

Figure 7 presents the performance of the PMAC and TMAC
protocols relative to the SMAC protocol. As the frame times
increase, TMAC and SMAC become virtually indistinguish-
able. This is because TMAC’s advantages of shortening active
periods become insignificant compared to that of extending the
frame cycle and hence TMAC’s performance tends to meet
SMAC’s. However, the PMAC protocol remains better even
for large frame times as communication overheads have been
minimized. Indeed, the use of a pulse to wake up sleeping
nodes eliminates energy wasters such as idle listening and
clock synchronization schemes. Eventually, PMAC’s advan-
tage will decrease as frame times increase. The weight of other
sources of power consumption, which are independent from
the MAC protocol, will increase to the point where energy
consumed in managing communications becomes insignifi-
cant. Furthermore, using pulses allow the rate of decay for
PMAC to be smaller than that of the TMAC protocol which
provides additional performance benefits.

Figure 8 shows the effects of adding more nodes to the
network relative to SMAC. Clearly, TMAC again, loses its
advantage fairly quickly as more nodes are added and more
collisions occur. In fact, TMAC eventually performs worse
than SMAC due to its inability to properly deal with these
added collisions. Indeed, TMAC will extend the idle listening
time due to these collisions, essentially wasting more energy.
However, PMAC remains mainly unaffected and retains its
performance advantage. Also, note that these results depend
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Fig. 11: Frame Times vs Average Node Life
Time
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power) and the delay and power consumed when switching
between these different states. The implementations of TMAC
and SMAC were provided by the Castalia framework and can
be found in [12]. The PMAC protocol was also implemented
in the Castalia simulation framework which provides a realistic
model based on actual experimental measurements. Since the
efficiency in harvesting energy for pulse detection has no effect
on node life time (nodes are asleep) and a negligible effect
on throughput (it decreases only by 3 packets per hour for
every extra msec it takes to detect a pulse), the average time
to detect a pulse was based on the results in [9]. The BANs
are simulated as running for 24 hours with a configuration,
unless noted otherwise, consisting of five sensor nodes: one
on each wrist, one on each ankle, one on the chest and an
additional base station on the waist. During this period, power
consumption for each node is recorded and averaged. Node
life time is extracted by measuring the power drawn from the
energy contained in a 163 mAh Energizer CR2025 button cell
[13]. Given all three simulated MAC protocols cycle through
frames, different simulations are run to observe the effects of
frame time on the average sensor node life time. Figure 6
below shows these effects on PMAC, TMAC and SMAC.
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Figure 6 shows that with longer frame times, the sensor
nodes are capable of running for a longer period of time. This
is natural due to the fact that they are not transmitting as often.
The performance gains demonstrated by PMAC clearly show
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the benefits of the proposed design. Indeed, by concentrating
most of the communication complexities onto the base station,
nodes waste very little energy in overheads and virtually none
in clock synchronization. Using a pulse mechanism to wakeup
nodes essentially removed the performance cap that was placed
on SMAC and TMAC caused by synchronization overheads
and idle listening. Figure 6 does not show frame times smaller
than 500 ms as they would be too short to allow for the base
station to gather data from all 5 nodes given a pulse detection
time of 50 ms. In fact, in this saturated case, some nodes
would be left in sleep mode while others would be woken up
more often. Given the case where there are more nodes awake
than there are asleep, the average sensor node life time would
suffer until the frame time is adjusted properly.

Figure 7 presents the performance of the PMAC and TMAC
protocols relative to the SMAC protocol. As the frame times
increase, TMAC and SMAC become virtually indistinguish-
able. This is because TMAC’s advantages of shortening active
periods become insignificant compared to that of extending the
frame cycle and hence TMAC’s performance tends to meet
SMAC’s. However, the PMAC protocol remains better even
for large frame times as communication overheads have been
minimized. Indeed, the use of a pulse to wake up sleeping
nodes eliminates energy wasters such as idle listening and
clock synchronization schemes. Eventually, PMAC’s advan-
tage will decrease as frame times increase. The weight of other
sources of power consumption, which are independent from
the MAC protocol, will increase to the point where energy
consumed in managing communications becomes insignifi-
cant. Furthermore, using pulses allow the rate of decay for
PMAC to be smaller than that of the TMAC protocol which
provides additional performance benefits.

Figure 8 shows the effects of adding more nodes to the
network relative to SMAC. Clearly, TMAC again, loses its
advantage fairly quickly as more nodes are added and more
collisions occur. In fact, TMAC eventually performs worse
than SMAC due to its inability to properly deal with these
added collisions. Indeed, TMAC will extend the idle listening
time due to these collisions, essentially wasting more energy.
However, PMAC remains mainly unaffected and retains its
performance advantage. Also, note that these results depend
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Fig. 12: Average Node Life Time vs Number of
Nodes Relative to S-MAC

Finally, Fig.12 shows the effect of adding more nodes to the network, relative to SMAC.
TMAC has a non-increasing behaviour as the more nodes are added, the more collisions occur,
and it can be seen that eventually it performs worse than SMAC due to this fact. Consequently
it will increase the idle listening time, basically wasting more energy.

In conclusion, PMAC efficiently handles the communications allowing networks to last up to
three times longer than popular MAC protocols such as SMAC and TMAC.

V. SUMMARY

In this project, we presented and compared different EH-WSN MAC protocols available in
literature. Synchronization approaches are unsuitable in energy aware scenarios, as they require
synchronized duty cycles. The analytical results discussed suggest that the beaconing paradigm
can be tuned to consume less energy, so it is more suitable in cases of limited environmental
energy. On the other hand, the preamble paradigm can provide better performance for delay-
sensitive applications in environments where the energy is sufficiently available.

We noticed that not all the articles take into account the fairness metric: considering only the
overall throughput and network lifetime can be limiting in particular applications where distinct
nodes acquire data with different priority. As a result, for a more complete analysis, this metric
should be included.



WIRELESS SYSTEMS AND NETWORKS, MARCH 2013 15

REFERENCES

[1] J. A. Paradiso and T. Starner, “Energy scavenging for mobile and wireless electronics,” IEEE Pervasive Computing,
vol. 4, no. 1, pp. 18–27, Jan. 2005. [Online]. Available: http://dx.doi.org/10.1109/MPRV.2005.9

[2] Z. G. Wan, Y. Tan, and C. Yuen, “Review on energy harvesting and energy management for sustainable wireless sensor
networks,” in Communication Technology (ICCT), 2011 IEEE 13th International Conference on, 2011, pp. 362–367.

[3] [Online]. Available: http://www.gatech.edu/newsroom/release.html?nid=68714
[4] V. Sharma, U. Mukherji, and V. Joseph, “Efficient energy management policies for networks with energy harvesting sensor

nodes,” in Communication, Control, and Computing, 2008 46th Annual Allerton Conference on, 2008, pp. 375–383.
[5] X. Fafoutis and N. Dragoni, “Odmac: an on-demand mac protocol for energy harvesting - wireless sensor

networks,” in Proceedings of the 8th ACM Symposium on Performance evaluation of wireless ad hoc, sensor, and
ubiquitous networks, ser. PE-WASUN ’11. New York, NY, USA: ACM, 2011, pp. 49–56. [Online]. Available:
http://doi.acm.org/10.1145/2069063.2069072

[6] M. Buettner, G. V. Yee, E. Anderson, and R. Han, “X-mac: a short preamble mac protocol for duty-cycled wireless
sensor networks,” in Proceedings of the 4th international conference on Embedded networked sensor systems, ser. SenSys
’06. New York, NY, USA: ACM, 2006, pp. 307–320. [Online]. Available: http://doi.acm.org/10.1145/1182807.1182838

[7] J. Kim and J.-W. Lee, “Energy adaptive mac protocol for wireless sensor networks with rf energy transfer,” in Ubiquitous
and Future Networks (ICUFN), 2011 Third International Conference on, June, pp. 89–94.

[8] Z. A. Eu and H.-P. Tan, “Probabilistic polling for multi-hop energy harvesting wireless sensor networks,” in Communications
(ICC), 2012 IEEE International Conference on, June, pp. 271–275.

[9] D. Layerle and A. Kwasinski, “A power efficient pulsed mac protocol for body area networks,” in Personal Indoor and
Mobile Radio Communications (PIMRC), 2011 IEEE 22nd International Symposium on, Sept., pp. 2244–2248.

[10] W. Ye, J. Heidemann, and D. Estrin, “An energy-efficient mac protocol for wireless sensor networks,” in INFOCOM 2002.
Twenty-First Annual Joint Conference of the IEEE Computer and Communications Societies. Proceedings. IEEE, vol. 3,
2002, pp. 1567–1576 vol.3.

[11] T. van Dam and K. Langendoen, “An adaptive energy-efficient mac protocol for wireless sensor networks,” in Proceedings
of the 1st international conference on Embedded networked sensor systems, ser. SenSys ’03. New York, NY, USA:
ACM, 2003, pp. 171–180. [Online]. Available: http://doi.acm.org/10.1145/958491.958512

[12] H. Zhang, M. Zheng, J. Li, H. Yu, and P. Zeng, “Retransmission control for tdma mac in energy harvesting wireless
sensor networks,” in Computer Design and Applications (ICCDA), 2010 International Conference on, vol. 2, June, pp.
V2–544–V2–548.

[13] F. Iannello, O. Simeone, and U. Spagnolini, “Medium access control protocols for wireless sensor networks with energy
harvesting,” Communications, IEEE Transactions on, vol. 60, no. 5, pp. 1381–1389, May.

[14] Y. Sun, O. Gurewitz, and D. Johnson, “Ri-mac: a receiver-initiated asynchronous duty cycle mac protocol for dynamic
traffic loads in wireless sensor networks,” Proceedings of the International Conference on Embedded Networked Sensor
Systems (ACM SenSys ’08), 2008.

http://dx.doi.org/10.1109/MPRV.2005.9
http://www.gatech.edu/newsroom/release.html?nid=68714
http://doi.acm.org/10.1145/2069063.2069072
http://doi.acm.org/10.1145/1182807.1182838
http://doi.acm.org/10.1145/958491.958512

	Overall System Model
	Harvesting sensor node architecture
	Overall architecture of a sensor node
	Energy model
	Set of operational states

	MAC protocols in harvesting WSN
	Synchronous
	Asynchronous
	Preamble based
	Beacon based


	MAC protocols comparisons
	ODMAC and X-MAC
	EA-MAC
	EH-MAC
	P-MAC

	Summary
	References

